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Abstract

We consider systems of Modal Logic with fixpoint operators and examine their com-
plexity. These can be thought of as extensions of the p-calculus with modal axioms, or of
the various classical modal logics with recursion operators.

1 Introduction

In this paper we explore how the complexity of the satisfiability problem for a (multi-)modal
logic is affected when recursive operators are added to its syntax. Modal Logic comes in several
variations [4]. Some of these, such as multi-modal logics of knowledge and belief [6], are of
particular interest to Epistemology and other areas of application. Semantically, the classical
modal logics that are used in epistemic (but also other) contexts result from imposing certain
restrictions on their models. On the other hand, the modal p-calculus [12] can be seen as an
extension of the simplest normal modal logic K with greatest and least fixpoint operators. We
explore the situation where one allows both recursion operators in the language and imposes
restrictions on the semantics, in a multi-modal setting.

We are interested in the complexity of satisfiability for the resulting logics. Satisfiability
for the plain p-calculus is known to be EXP-complete [12], while for the modal logics between
K and S5 the problem is PSPACE-complete or NP-complete, depending on whether they have
Negative Introspection [13, 9]. In the multi-modal case, satisfiability for those modal logics
jumps to PSPACE-completeness [8].

We discover that in the unimodal case, the logics with Negative Introspection remain NP-
complete, even when we add recursion. On the other hand, we see that when the logic has at
least two kinds of boxes and the recursive operators its satisfiability problem becomes EXP-
hard. We consider this paper a first glance into this topic. Therefore, we conclude with a set
of open questions.

2 Background

This section introduces the logics that we focus on and the necessary background on the com-
plexity of Modal Logic and the p-calculus. We start by defining the formulae of our logics.

Definition 1. We consider formulae constructed from the following grammar:

p,peL=p | —p | tt | £f | X | oA | oV
| (@ [ lale | pXp | vXo,
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[[ttvp]]./\/l = PR07 [[ffvp]]/\/l = @7 HP» p]]M = {S |p € V(S)}7 [[_'pv p]]/\/l = PRC\[[Z?, p]]Ma
[, plae = {s | V. s = t implies ¢ € [p.plae f [e1A@s: plan = [, plae N[22 Pl

[{a)p, plam = {8 | 3t.s S tandte [[w,p]]m}7 [o1Ves, plm = [e1, plm U [@2, plm,
X0, plm = J{S | S € [, pIX = SN} -

Table 1: LTS semantics

where X comes from a countably infinite set of logical variables, LVR, a from a finite set of
actions, ACT, and p from a finite set of propositional variables, PVR. When AcT = {a},
we may use Oy instead of [a]e, and Oy instead of {(a)yp. We may write [ACT]p to mean

/\aGACT[a]SD'

We interpret formulae on the states of a labelled transition system (LTS). An LTS, or model,
is a quadruple (PRC, ACT,—, V) where PRC is a set of states or processes, ACT is the set of
actions, — C PRC x ACT x PRC is a transition relation, and V : PRC — 2PVE Jetermines
on which states a propositional variable is true. For simplicity, we assume that PRC is always
finite.

State nil represents any state that cannot transition anywhere: Ya¥s. nil £ s. The set
of states that are reachable from s € PRC by any sequence of zero or more transitions is called
Reach(s), the size of s is |s| = |Reach(s)|, and |¢| is the length of ¢ as a string of symbols. All
our complexity results are with respect to these measures.

Formulae are evaluated in the context of an LTS M and an environment, p : LVAR —
which gives values to the logical variables. For an environment p, variable X, and set S C PRC,
we write p[X — S] for the environment that maps X to S and all Y # X to p(Y). The
semantics for our formulae is given through a function [—] ¢, defined in Table 1. The negation
- of a formula and implication ¢ D v (to be read as “p implies 1)”) are constructed as usual,
where [-X, pJm = PRC\p(X). A formula is closed when every occurrence of a variable X is
in the scope of recursive operator v X or puX. Henceforth we consider only closed formulae. As
the environment has no effect on the semantics of a closed formula ¢, we write M, s = ¢ for
s € [, plpq- If s Eat 0, we say that ¢ is true, or satisfied, in s. When the particular LTS does
not matter, or is clear from the context, we often omit it from the notation.

Depending on how we further restrict our syntax, and the LTS, we can describe several
logics. Without further restrictions, the resulting logic is the p-calculus [12]. The max-fragment
(resp. min-fragment) of the p-calculus is the fragment that only allows the v X (resp. the pX)
recursive operator. If |AcT| = k and we allow no recursive operators (or recursion variables),
then we have the basic modal logic Ky, and further restrictions on the LTS can result in a wide
variety of modal logics (see [3]).

We give names to the following LTS constraints.! For every oo € ACT:

Prc
277,

D: there is no nil state in the LTS — in other words, — is serial;

« . . . «
T: — is reflexive — in other words, Vs. s — s;

IThese conditions correspond to the usual axioms for normal modal logics — see [4, 3, 6].
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4: % is transitive — in other words, Vs, t,7. (s >t 571 = s 5 7);
5: 2% is Euclidean — in other words, Vs, t,r. if s — ¢ and s — r, then t — r.

We consider modal logics that are interpreted over LTSs that satisfy a combination of these
constraints. D, which we call Consistency, is a special case of T', called Factivity. Constraint 4
is Positive Introspection and 5 is called Negative Introspection. Given a logic L and constraint
¢, L + ¢ is the logic that is interpreted over all LTSs that satisfy all the constraints of L and
c. Logic Dy is Ky + D, Ty is Ky + 71, K4, = Ky +4, D4 = Ky + D +4 = Dy + 4,
S4;, =K, +T+4=Tr+4=K4,+T, KD45;, = D4, + 5, and S5, = S4;, +5. When k£ =1,
we usually omit it from the subscript of a logic’s name. For L being one of the logics above,
L# is the logic that results from L after we allow recursive operators in the syntax. Therefore,
the p-calculus is K.

From now on, unless we explicitly say otherwise, by a logic or modal logic, we mean one of
the logics we have defined above. We call a formula satisfiable for a logic L, if it is satisfied in
some state of an LTS for L.

Recursion and Belief The introduction of recursive operators to Modal Logic allows one
to express more properties. An important example is that of Common Knowledge or Belief.
For instance, in our language, we can write that ¢ is common knowledge with formula v X.(p A
[ACT]X). Another example is /¢ yor [0 (01X .0V V g por [B]X), Which, in the context of a belief
interpretation of the boxes, can be thought to claim that there is a rumour of ¢. It would be
interesting to see what other meaningful sentences of epistemic interest one can express using
recursion.

3 Satisfiability and Recursion in Modal Logic

3.1 What is Known

For logic L, the satisfiability problem for L, or L-satisfiability is the problem that asks, given
a formula ¢, if ¢ is satisfiable. Similarly, the model checking problem for L asks if ¢ is true at
a given state of a given LTS.

Ladner [13] established the classical result of PSPACE-completeness for the satisfiability of
K, T, D, K4, D4, and S4 and NP-completeness for the satisfiability of S5. Halpern and Régo
later characterized the NP-PSPACE gap for one-action logics by the presence or absence of
Negative Introspection [9], resulting in Theorem 1.

Theorem 1 ([13, 9]). IfL € {K, T,D,K4,D4,S4}, then L-satisfiability is PSPACE-complete
and L + 5-satisfiability is NP-complete.

Theorem 2 ([8]). If k > 1 and L has a combination of constraints from D,T,4,5 and no
recursive operators, then Ly-satisfiability is PSPACE-complete.

Remark 1. We note that Halpern and Moses in [8] only prove these bounds for the cases of
K, Ty, S4,, KD45;, and S5;. However, it is not hard to see that their methods also work for
the rest of the logics of Theorem 2. |

Theorem 3 ([12]). The satisfiability problem for the p-calculus is EXP-complete.
Theorem 4 ([5]). The model checking problem for the p-calculus is in NP N coNP.?

2In fact, the problem is known to be in UP N coUP [11].
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3.2 First Complexity Observations

We start with a few observations about the complexity of satisfiability when we have recursive
operators. Propositions 5 and 6 have already been observed in [1].

Proposition 5. The satisfiability problem for the min- and maz-fragments of the p-calculus is
EXP-complete, even when |AcT| = 1.

Proof sketch. It is known that satisfiability for the min- and max-fragments of the u-calculus
(on one or more action) is EXP-complete. It is in EXP due to Theorem 3, and these fragments
suffice [15] to describe the PDL formula that is constructed by the reduction used in [7] to prove
EXP-hardness for PDL. Therefore, that reduction can be adjusted to prove that satisfiability
for the min- and max-fragments of the p-calculus is EXP-complete. O

To the best of our knowledge, there are no complexity results for the validity of logics with
both LTS constraints and recursion operators. However, it is not hard to express in such logics
that formula ¢ is common knowledge, with formula v X.po A[AcCT]X. Since validity for Ly with
common knowledge (and without recursive operators) and k > 1 is EXP-complete [8], L}’ must
be EXP-hard.

Proposition 6. Satisfiability for L}, where k > 1, is EXP-hard.

We can write that ¢ is invariantly true in every state that is reachable from the cur-
rent one (or, in other words, that it is common knowledge) by using the following formula:
Inv(p) := vX.(p A [ACT]X). We can also restrict the scope of the invariance to one specific
action: Inva(p) := vX.(p A [a]X). Then, we can use these formulae to either impose that
the current LTS (or the part that we have access to) has serial accessibility relations — by
writing Inv(\ ,caor(@)tt) — or to simulate a modality [i*] that is based on a transitive acces-
sibility relation — by using Inv;(¢) for [i*]¢. Hence, the constraints Consistency and Positive
Introspection can be simulated already in the usual u-calculus. Therefore:

Proposition 7. The satisfiability problem for D}, K4}, and D4} is in EXP.

3.3 Negative Introspection: The One-action Case

In this section, we explain how to adapt Halpern and Régo’s techniques from [9] to prove that
even with recursive operators, satisfiability for one-action logics with Negative Introspection
remains in NP. Thus, we assume in this section that |[AcT| = 1.

For a logic L 4+ 5, we call a state s in an LTS for L + 5 flat when there is a set of states W,
such that:

e Reach(s) = {s} UW;

e the restriction of — on Reach(s) is RU E, where R C {s} x W and E is an equivalence
relation on W; and

o if L € {T,S4}, then s € W.
Lemma 8 ([14, 9]). In an LTS with restriction 5, every state is a flat state.

The construction from [13] and [9] filters the states of Reach(s), where s is a flat state,
resulting in a small state for a formula ¢. We adapt the proof of this result for the case where
we have recursive operators.

3Similarly to Remark 1, [8] does not explicitly cover all these cases, but the techniques can be adjusted.
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Lemma 9. Formula ¢ is L* + 5-satisfiable if and only if it is satisfied in a flat state of size at
most O(|g|) in an LTS for L+ 5.

Proof. The “if” direction is immediate. To prove the other direction, let (by Lemma 8) s be
a flat state in LTS M that satisfies ¢, where Reach(s) = {s} U W, satisfying the conditions
given above for flat states. If W = (), then we are done. Otherwise, we assume that each X
that appears in ¢ in in the scope of a unique recursive operator. Therefore, we can define for
each open subformula ¥ of ¢ its closure cl(), which substitutes each open variable with its
corresponding recursive formula that binds it. For closed v, cl(¢) = .

Let S¢ be the set which contains every <t subformula of ¢, such that cl(<)) is true in
s and every O subformula of ¢, such that c/(0) is not true in s; let T be the set which
contains every <1 subformula of ¢, such that c¢l(Ov) is true in some state of Reach(s) and
every O subformula of ¢, such that ¢l(0%) is not true in some state of Reach(s). For every
O € So we fix a state sy, € W, such that s — sy, and where cl(¢) is true; for every Oy € So
we fix a state sy, € W, such that s — s, and where cl()) is not true; for every O9p € To \ So we
fix a state s, € W, where cl(v) is true; finally, for every Oy € To \ So we fix a state sy € W,
where cl(¢) is not true. Notice that each s, € W and thus it is accessible from every state in
W. We construct the LTS M, = (W,,, AcT, —,,V,,) for L + 5, where

sz{S}U{qu€W|<>'LZJ€T<>OI‘D¢€T<>},

—, the restriction of R on W,,, and V,(a) = V(a) for all @ € W,. In the following, we abuse
notation and we identify the environments for M with the ones for M.,.

It is not hard to confirm that |W,| < |¢|, since |To| < |p| — 1 (at least one of the subfor-
mulae of ¢ is a propositional variable or £f). Furthermore, M, s |= ¢. Specifically, for all
environments p, t € W, and v € sub(yp), we prove by induction on 1 that ¥ € [t, p| M, if and
only if ¢ € [t,p] . Propositional cases are easy. If i) = Ox and v € [t, p] \,, then there is
some sy, such that x € [sy, p] ,, and by the definition of s, t — s,, therefore by the inductive
hypothesis, x € [[sx7p]]M@ and thus ¢ € [[Lp]]Mw. If ¢ =<y and ¥ € [tvpﬂ/\/lw then there is
some t —, ¢ € W, such that x € [c, pﬂMw; by the inductive hypothesis, x € [c, p] », and since
—, is the restriction of — on W, t = ¢, so ¢ € [t, p] ,,. The cases where ¢» = Oy are similar.
If ¢ =vX.xyand ¢ € [, pHMw then let S = [, p]]Mw. From the semantics of Table 1, it suffices
now to see that from the inductive hypothesis, S = [x, p[X — S]HMw C [x,p[X = S]] o The
case for ¢ = vX.x and ¢ € [t, p] , is similar, as well as the cases for ¢ = pX.x.

What remains is to demonstrate that M, remains an LTS for L + 5. It is not hard to
confirm that through this filtering, transitivity, Euclidicity, and reflexivity are preserved for
—, (since they are preserved by restrictions on subsets of binary relations). As for seriality, it
is enough to run this construction on ¢ A Ott if necessary, thus increasing the upper bound on
the number of states from |p| to || + 1. O

Theorem 10. The complexity of the satisfiability problem for logic L + 5 is NP-complete.

Proof. NP-hardness is easy to see, as propositional logic is a special case of L + 5. To see
that satisfiability is in NP, given a formula ¢, an algorithm can nondeterministically guess
a small LTS with a satisfying state for ¢ (by Lemma 9), and then use the nondeterministic
polynomial-time algorithm for model-checking ¢ on the LTS (by Theorem 4). O
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4 Open Directions

We still lack tight bounds for many of the logics, especially the ones with one action, and the
ones with constraints T and 5 (with multiple actions). As, to the best of our knowledge, most
of the logics described in this paper have not been explicitly defined before, they also lack any
axiomatizations and completeness theorems. We do expect the classical methods from [12, 13, §]
and others to work out in these cases as well, however it would be interesting to see if there are
any unexpected situations that arise. To us, it was somewhat surprising that the NP-PSPACE
gap, with respect to Negative Introspection, has been preserved for one-action logics, even with
recursive operators.

Given the importance of Common Knowledge for Epistemic Logic and the fact that it has
been known that Common Knowledge can be thought of as a (greatest) fixpoint already from
[10, 2], we consider the logics that we presented to be natural extensions of Modal Logic. Besides
the examples given in Section 2, we are interested in exploring what other natural concepts can
be defined with this enlarged language.
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